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Abstract

The basic technology for open distributed processing is now understood. The challenge now is to be able to deliver appropriate non-functional guarantees (e.g. reliability, availability and performance), and to be able to integrate existing services and systems into this world of open dependable distributed computing. It is important to realize that there will not be one set of non-functional guarantees which are appropriate to all applications; any solution must allow the selection of guarantees to match different application requirements. Until this challenge is met, open distributed computing will not be used in business critical applications.

This document introduces and sets the scope for the ANSA work on dependable distributed computing. It looks at the need for Open Dependable Distributed Systems and explains the ANSA vision for the development of such systems. Central to this vision is the concept of selective transparency. ANSA is based on a number of principles, the consequences of these principles for dependability are examined.
1 Open Dependable Distributed Systems

1.1 Introduction

Dependability is increasing in importance in the market place. A recent Gartner report predicts the market for fault-tolerant systems will double in the next three years (from 'mid 1993) [GARTNER]. In an increasingly fierce market, reliability and availability can have significant effects in reducing the cost of ownership [SIEWIOREK 92], thus giving a vendor a competitive advantage. Within the context of large distributed systems, dependability will be particularly important: the more components a system has the greater the probability that one of those components will be faulty. In addition, openness further reduces the cost of ownership by allowing easy integration and incremental evolution of the information system [HERBERT 93], [HARRIS 93].

The basic technology for open distributed processing is now understood: there are now several de-jure and de-facto standards which are emerging. The challenge now is to be able to deliver appropriate non-functional guarantees (e.g. reliability, availability and performance), and to be able to integrate existing services and systems into this world of open dependable distributed computing. It is important to realize that there will not be one set of non-functional guarantees which are appropriate to all applications; any solution must allow the selection of guarantees to match different application requirements. Until this challenge is met, open distributed computing will not be used in business critical applications.

This document introduces and sets the scope for the ANSA work on dependable distributed computing. Section 1.3 looks at the need for Open Dependable Distributed Systems (ODDS). The emphasis is on the need for dependability, readers requiring justification for Open Distributed Systems are referred to [HERBERT 93]. Section 1.4 explains the ANSA vision for the development of ODDS. Central to this vision is the concept of selective transparency: different applications will have different dependability requirements, requiring the selection and configuration of different dependability mechanisms. ANSA is based on a number of principles described in [LINDEN 93]; §1.5 examines these principles and what they reveal within the context of dependability.

1.2 Context and audience

This is expected to be a living document, changing as the project progresses and the ideas develop. Comments are most welcome; please remember it is not yet a deliverable.

The audience for this paper are managers, engineers and system designers who need to understand the benefits that will result from the ANSA work on dependability. This paper has a companion paper intended for system
designers and engineers which looks at the basic concepts used to describe and build ODDS [EDWARDS 93].

1.3 The need for open dependable distributed systems (ODDS)

This section looks at the need for dependability in open distributed computing, the advantages to be gained by delivering the right solution quickly, and some of the constraints on the technology used to deliver ODDS.

1.3.1 Business critical applications need dependability

Deploying a business critical application or information service without any guarantees about the dependability of that application is analogous to participating in a business transaction without any formal contractual arrangements. It may be fine, but the consequences of failure could be severe. In the absence of any contract to set expectations, there is more chance of something unexpected happening — something which may be viewed by one of the parties involved as a failure.

Similarly it could be disastrous for a business to rely on an application without well defined expectations — without clearly defined dependability guarantees. Hence exploiting open distributed computing to deliver business-critical information services will require being able to offer both functional and non-functional (dependability) guarantees which are appropriate to the information service being provided.

1.3.2 Current technology does not address dependability

There are a number of de-facto and de-jure standards emerging which incorporate technology for distributed computing: ODP [ODP 93], CORBA [OMG 91], Atlas [UI], DCE [OSF 91] (including DME and ENCINA [SHERMAN 93]) and the various OSI standards (e.g. GDMO [GDMO], OSI RPC [OSI RPC], OSI TP [OSI TP] etc.). All of these provide applications (objects) with a means of communication. Perhaps the highest level of functionality is delivered by CORBA which supports object based distributed computing: objects can invoke each other regardless of whether or not they are co-located. In addition all these standards identify some basic services which are needed by applications, such as naming. Hence the technology for delivering basic “open distributed computing” is becoming well understood and standardised.

With the exception of ODP (which has been heavily influenced by previous ANSA work), very little work has been done on providing appropriate dependability guarantees [HERBERT 93]. ODP with its notions of transaction, group and replication transparencies lays some of the foundations [ODP 93].

1.3.3 Gain a competitive advantage: match customer requirements

One of the basic principles of ANSA is that different customers and different applications will have different dependability requirements. Even within one application the different components will have different availability, reliability and consistency requirements [CAMERON 93]. Understanding the engineering and cost trade-offs in building dependable distributed systems will enable the vendors to match the dependability delivered to the requirements of the customer and the application, giving them a competitive advantage over those who cannot do this.
1.3.4 Gain a competitive advantage: deliver the solution quickly

Competitive advantages are also gained by being able to deliver the right solution more quickly than the competition. One way of doing this is to minimise the amount of bespoke engineering in a solution. The approach should be to use tools, configuring basic standard engineering components to deliver the guarantees which are needed by the application.

1.3.5 The need to incorporate existing systems into ODDS

The need to preserve investments in existing information technology infrastructure, means that new information services will have to interwork with so-called legacy systems and yet still provide some guarantees about dependability. This means that there will be few opportunities to build systems from scratch; rather, it will be important to understand how to configure mechanisms to get appropriate non-functional guarantees from what already exists. Openness implies the ability to be able to cope with heterogeneity at all levels: different machines using different operating systems interworking between different administrations.

1.3.6 Hardware versus software techniques

The ANSA work on dependability is about developing concepts which can be used for open dependable distributed computing. It aims to put in place the technology which enables the construction of information services with various dependability guarantees [CAMERON 93]. Since openness implies minimising the assumptions about the underlying hardware and operating system, this work concentrates on software rather than hardware techniques for dependability, and on techniques which do not require a universal distributed programming environment.

1.4 Developing ODDS using selective transparency

This section describes the ANSA vision for developing ODDS and discusses how this relates to what is available now.

1.4.1 The vision

Consider how a dependable information service might be developed in an ideal world. First a precise statement of the correct behaviour of the service is needed. This would include a detailed statement of the functional and non-functional requirements of the service (including the dependability requirements). The next step would be to identify the major application-level components of the service including any existing or legacy systems it must interwork with. A precise statement about the dependability of each component and the expected (correct) behaviour is made. The ANSA failure model allows the dependability of these components to be matched to the dependability of the whole service.

Dependability is an application-level concept: the infrastructure cannot be configured to deliver the required dependability without understanding the application semantics [CHERITON 93]. The aim of the ANSA work on programming and transaction models for dependability is to understand what concepts can be used by the programmer to express the dependability requirements implied by the application semantics.
Next the engineering mechanisms needed to support the application-level components are put in place. This is where the concept of selective transparency is used: selecting and configuring the engineering mechanisms to match the requirements of the application-level components. This is done automatically by tools using the description of the requirements of the application-level components expressed using the programming and transaction models. The tools reflect the ANSA engineering model for dependability which guides the choice of the engineering components, identifying the trade-offs made in choosing one component over another. The ANSA failure model allows the dependability of the engineering components to be matched to the dependability of the application-level components which they support.

The engineering mechanisms include components which continuously monitor and manage the dependability being provided by the application-level components. These mechanisms are responsible for diagnosing faults and taking corrective action to maintain the required dependability. The choice and configuration of these mechanisms is guided by the ANSA management model for dependability.

The aim of the ANSA work on dependability is to put the technology in place for achieving this vision. Ultimately it may be possible to describe the dependability of a system in terms of the dependability and composition of its most basic components; this will require iteration across various levels of abstraction and the various viewpoints. The complexity of open distributed systems means that a completely formal or rigorous method is unlikely to be achievable in the near future. Rather the relationships will be enshrined in the rule, recipes and guidelines which constitute the architecture.

1.4.2 The state of the art now

This vision extends far beyond the current state of the art in which programmers are provided with a tool-kit of protocols [BIRMAN 87], or are able to change the behaviour of a particular mechanism by providing it with a different policy [OSKIEWICZ 93]. It is about letting application programmers use a set of simple concepts to declare their dependability requirements and then using tools to match these on to a rich set of mechanisms quickly and efficiently, exploiting various redundancy and consistency techniques (see [SMETHURST 93] and [SIEWIOREK 92] for lists). This vision recognises that there are fewer and fewer opportunities to engineer systems “from scratch”, rather programming will become more and more about adding and configuring new services interworking with existing ones and being able to get the right behaviour (both functional and non-functional) from existing services.

1.5 The ANSA principles and dependability

[LINDEN 93] describes the principles of ANSA. This section looks at those principles which are particularly relevant to dependability; the principles are divided into seven categories — each category is considered in turn.

1.5.1 Separation

Systems should be designed so that separation amongst their parts can be achieved; this means that they can be more flexibly configured. However, this
can have the effect of introducing more components reducing the dependability of the system.

Separation means that services may be remote. This introduces the possibility of partial failure: a failure may occur in a remote service request even though the requester’s local system is perfectly healthy.

Physical separation implies that there can be no universal time within a system nor can there be observers which can observe every event in a system. This means that technologies which assume a global clock or a global ordering on events are not appropriate.

The ANSA work on dependability aims to ensure that the required dependability can be achieved in spite of the effects of separation.

1.5.2 Diversity

Large distributed systems will include many significantly different individual systems. This means that data will be widely distributed with multiple representations and different consistency requirements. It is inevitable that different standards and different dependability mechanisms will be adopted in different parts of the system; designers need to be ready for this and the engineering model needs to allow it.

1.5.3 Scaling

The dependability mechanisms used in a system must not impose constraints on the extent to which it can be interconnected and its applications made to interwork. Scaling is about scaling up and down: mechanisms which are efficient in large systems should be designed so they are efficient in small systems.

Larger systems will contain more components which increases the probability that there are one or more faulty components in the system.

1.5.4 Federation

Federation deals with heterogeneous authority and how to retain local control in a large distributed system spanning boundaries of authority. The consequences of federation mean that objects are responsible for their own dependability. In addition objects will need to negotiate contracts with objects subject to other authorities: there may be no common higher authority which lays down what the contract should be. The contract will state what each object is entitled to expect of the other (i.e. what the “correct behaviour” should be).

1.5.5 Transparency

A property of a system is transparent if application programmers need not be concerned with it. The aim of the ANSA work on dependability is to hide the details of the dependability mechanisms from the application programmer.

There is no universal set of requirements for dependability hence, there is no universal configuration of mechanisms. This means that transparency must be selective: programmers can select and configure the mechanisms which are most appropriate to the job at hand.

Selecting and configuring the appropriate mechanisms is likely to be a complex and error prone task. Programmers may well be tempted to
implement their own mechanisms, ignoring the ones provided, because they are too difficult to understand and use. This means that tools need to be provided to configure and select the mechanisms (this is automated transparency).

Ideally the dependability requirements should be declared as attributes of the object; tools would then configure the most appropriate mechanisms. The difficulty of capturing requirements and the lack of tools which work directly from them, means that programmers will probably have to specify specific mechanisms. Automated transparency techniques will configure the specific mechanisms selected. The programmer is protected from the details of the mechanisms (e.g. see [WARNE 93]).

1.5.6 Concurrency
Concurrency is inevitable in distributed systems. This means that there is potential for conflicting inconsistent changes to be made to data. Mechanisms are needed to prevent this.

1.5.7 Configuration
Systems evolve over time: new parts are added and old parts are removed. ANSA advocates detection and correction of faults as early as possible, ideally before a new component is configured into the system. This limits the potential for a fault in one component to cause damage to the rest of the system. To achieve this in a dynamic system, the description (of the correct behaviour) of a component must be on-line. Such descriptions will form the basis of the contracts described in §1.5.4 and are important in fault diagnosis.

1.6 Summary
There are several de-jure and de-facto standards which are emerging which will provide the technology to make open distributed computing possible. However, for open distributed computing to be exploited in business-critical applications more technology is required. In particular there is a lack of technology which will enable services to be delivered with appropriate and defined dependability guarantees. The ANSA work on dependability aims to address this problem.

It is important to realise that there is not going to be one set of dependability requirements. Rather the dependability requirements will be determined by the application semantics. The concept of selective transparency can be used to select an appropriate set of engineering mechanisms and configure those mechanisms to satisfy a particular requirement. This needs to be automated. The ANSA principles reveal a number of issues for dependability in open distributed systems.

- Objects are responsible for their own dependability; contracts must be used in a federated environment to state what each object is entitled to expect of others.
- Technologies based on a notion of a global observer or global clocks are not appropriate: they cannot be realised in large distributed systems.
- Faults should be detected as early as possible, ideally before a component is installed into the system.
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